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Confidence Intervals (CI)

I A subset of the parameter space

I A region where we can be fairly confident that the true
parameter µ (the population mean, for example) lies

I How much confident? We can choose this!

I The larger the region is, the more confident we will be

I In practice, people usually choose 95%

I How should we construct this interval?
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Confidence Intervals (CI)

I We focus on the unidimensional parameter space (the real
axis)

I We want an interval on the real axis, [a, b], so that
P[a ≤ µ ≤ b] = 0.95

I It is known that X̄−µ
SE = Z , so

P[a ≤ µ ≤ b] = P[
X̄ − b

SE
≤ X̄ − µ

SE
≤ X̄ − a

SE
]

= P[
X̄ − b

SE
≤ Z ≤ X̄ − a

SE
]

= 0.95
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I Usually we want this inverval around Z to be symmetric, so
we choose a number z0.025, such that
P[−z0.025 ≤ Z ≤ z0.025] = 0.95

I How to know this z0.025? We check the z score table!
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I First we look for the probability 0.025

I Then we can read the first digit and first decimal of Z value
1.9

I Lastly the second decimal of Z value 0.06

I Therefore, z0.025 = 1.96
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I Clearly, X̄−b
SE = −1.96, and X̄−a

SE = 1.96

I So, a = X̄ − 1.96 ∗ SE , b = X̄ + 1.96 ∗ SE
I Remember that SE = σ√

n

I 95% Confidence Interval is:

[X − z0.025
σ√
n
,X + z0.025

σ√
n

]

I A 95% confidence interval means that were you to perform
repeated random sampling of your data, 95% of the
confidence intervals drawn with each of those samples with a
z-score of 1.96 will contain µ.

i.e., 95% of the time it will contain the true parameter µ.

What does this mean exactly?
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I Note that µ is a fixed number (unknown)!

I And our confidence interval varies every time we draw a
sample; Why?

I Because X (cf. SE does not change) varies every time!

I In this case, we draw 50 samples and calculate 50 CIs.

I How many times did these CIs capture µ? 47 times!

I Therefore, 47
50 × 100 = 94%. This could be a 94% confidence

interval for µ
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Confidence Intervals (CI)

95% Confidence Interval is:

[X − 1.96
σ√
n
,X + 1.96

σ√
n

]

As long as we know

I X : the sample mean

I σ: the population standard deviation

I n: the sample size

I 1.96: z-score for the 95% interval

We can construct a confidence interval for the true but unknown
parameter µ!
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Individual Exercise 1

A quick example:

A sample of size n = 100 produced the sample mean of X = 16.
Assuming the population standard deviation σ = 5, compute a
95% confidence interval for the population mean µ

[X − 1.96
σ√
n
,X + 1.96

σ√
n

]

= [16− 1.96× 5√
100

, 16 + 1.96× 5√
100

]

= [15.02, 16.98]

95% of confidence intervals generated in this way will contain µ
i.e. The statement that [15.02, 16.98] covers µ is true with 95%

Source: http://www.utdallas.edu/ mbaron/3341/Practice12.pdf
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Going back to the CI

95% Confidence Interval is:

[X − z0.025
σ√
n
,X + z0.025

σ√
n

]

I X : the sample mean

I σ: the population standard deviation

I n: the sample size

I 1.96: z-score for the 95% interval

In reality, we cannot use this CI... why?
Because we don’t know σ!
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The problem of unknown σ

So we use s (sample standard deviation) instead of σ (population

standard deviation) for constructing a 95% Confidence Interval:

[X − z0.025
s√
n
,X + z0.025

s√
n

]

But this is wrong! Why?

X is not normally distributed any more since s is an estimate and
it varies every time we draw a sample (therefore random sampling
error).

In fact, X has a Student’s t-distribution now.
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Student’s t-distribution

I It is very similar to a normal distribution

I It has a shorter peak and fatter tails than a normal curve

I This curve requires only one parameters (cf. a normal: only
two)

I The degree of freedom (n − 1)

I As n grows, t distribution looks more and more like normal
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Student’s t-distribution

Mr. ”Student”, William Sealy Gosset
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The correct CI with unknown σ

Therefore, the correct 95% CI with unknown σ is as below:

[X − t0.025,n−1
s√
n
,X + t0.025,n−1

s√
n

]

The previous 95% CI with known σ (an assumption)

[X − z0.025
σ√
n
,X + z0.025

σ√
n

]

But then how can we get the t score (t0.025,n−1) for a
95% CI?
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t table
I We should read the t table (Pollock p. 137)!
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I Suppose we have a sample size n = 10

I Then, what’s the degree of freedom? n − 1 = 9

I 95% CI means we want 0.025 in each tail (0.025 “under the
curve”)
cf. p = 0.95 and 1−p

2 = 0.05
2 = 0.025

I Thus, the t0.025,9 is 2.262
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t table

Therefore, the correct 95% CI with unknown σ when n = 10

[X − t0.025,9
s√
n
,X + t0.025,9

s√
n

]

Putting the value of t0.025,9 = 2.262 yields:

[X − 2.262
s√
n
,X + 2.262

s√
n

]
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Individual Exercise 2

I Find the t score for the 90% CI when n = 8.

I Find the t score for the 98% CI when n = 5.

I Find the t score for the 80% CI when n = 10.
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Individual Exercise 3

To assess the accuracy of a scale, a standard weight that is known
to weigh 10 kg is repeatedly weighed 9 times.

The mean of the resulting measurements (in kg) is 11. And its
standard deviation (in kg) is 3.

Construct a 95% confidence interval for the true parameter.

(Assume that the weighings by the scale when the true weight is
10 kg are normally distributed with mean µ)
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Individual Exercise 3

1. X = 11, s = 3, and n = 9

2. X (the sample mean) follows t distribution because σ is
unknown

3. Let’s find t0.025,8 (the degree of freedom is n − 1 = 8)

4. t0.025,8 = 2.306 ≈ 2.3

5. Almost done: [X − t0.025,8
s√
n
,X + t0.025,8

s√
n

]

6. [11− 2.3× 3√
9
, 11 + 2.3× 3√

9
]

7. The 95% Confidence Interval for µ is [8.7, 13.3]
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Key takeaways

I Confidence interval? (conceptual and mechanical)

Our conjecture about µ with X
[X − 1.96 σ√

n
,X + 1.96 σ√

n
] (e.g. 95% CI)

I When σ is unknown, we should make two changes in CI:
First, we should use s (the sample variance)
Second, we should use t score instead of z score
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